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Computer Chess will surpass human  
chess abilities within ten years. 

Herbert Simon (1957)
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And yet we use it for chess…
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Beyond LLMs?



When to use AI? 
When not to use AI?



State of Intelligent Automation Report 2024 by ABBYY

FOMO a key driver for AI uptake: 63% of 
global IT leaders worried their company 

will fall behind if they don’t adopt AI

Customer expectation driving AI adoption: 
55% acknowledged that customer 
expectation is a key driver for AI adoption
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• High signal-to-noise ratio 

• Labeled, balanced training data 

• Clear objective function and feedback signal 

• Error tolerance is known and acceptable
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Why do ML models excel at MNIST?  





If the underlying data distribution  is stationary, with sufficient 
representative data, we can learn a function  that generalizes.

P(X, Y)
f(X) → Y



Spam Filters

• The distribution of spam vs. non-spam messages evolves slowly. 

• There is a lot of labeled training data. 

• There's clear feedback (users marking emails as spam or not). 

High stability (with retraining every few months), with a feedback 
loop and low risk of error with FN (users can correct mistakes).

If the underlying data distribution  is stationary, with sufficient 
representative data, we can learn a function  that generalizes.

P(X, Y)
f(X) → Y



Predictive Maintenance

• Physical systems follow known degradation patterns. 

• Sensor data is caliberated and consistent. 

High stability (unless design changes), high quality training data 
(due to logs), direct feedback loop, and manageable risk of error.

If the underlying data distribution  is stationary, with sufficient 
representative data, we can learn a function  that generalizes.

P(X, Y)
f(X) → Y



Resume Screening

• Applications vary widely. 

• Hiring decisions are subjective, biased, and often inconsistent. 

• Labels are noisy and influenced by human bias. 

Low stability (changing roles, shifting priorities), poor data, high 
risk of error (legal and ethical), and missing feedback loop.
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Let us say you have a non-stable distribution. How will you detect it? 
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Data Drift Concept Drift

Kids these days use 
the word AI instead of 
ML and Data Science.

Your company was hiring 
freshers earlier, but now 
it needs people with 5+ 

years of experience.



1. Kolmogorov-Smirnov (KS) test for 
continuous features 

2. Wasserstein distance for mixed features 

3. Population Stability Index (PSI) for 
feature monitoring in production 

4. Kullback-Leibler (KL) or Jensen-Shannon 
(JS) divergence  for comparing 
probability distributions 

5. Maximum Mean Discrepancy (MMD) for 
high-dimensional, structured data
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Y = f(X) + ε

The output  comes from 
true signal  and noise .

Y
f(X) ε

Signal-to-Noise Ratio  

This tells us how much of the 
variation in the output is 

explainable by the input, versus 
how much is random or irreducible.

=
Var( f(X))

Var(ε)



Predicting Job Performance from Git Commits

High Noise: activity varies widely by workflow, project phase, and task 

Weak Signal: LOC counts don’t reflect quality, impact, or contribution. 

Such models are often overfitted, brittle, or unfair.



Visual Defect Detection in Manufacturing

Classifying if a component has a visually perceptible defect: 

• Good lighting and camera placement can reduce visual noise.  

• Consistent product shapes can give us good signals.
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 is said to be robust if small perturbations to the 
input do not significantly affect the output:
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QA must validate model behavior beyond clean test sets



Corruptions: Apply blur, noise, occlusion, contrast shift 

Adversarial Attacks: Use gradient-based perturbations  

Out-of-Distribution: Test on samples from different distribution 

I. Goodfellow et al. Explaining and Harnessing Adversarial Examples. (ICLR 2015)

QA must validate model behavior beyond clean test sets



K Zhu, et. al. PromptRobust: Towards Evaluating the Robustness of Large Language Models on Adversarial Prompts. (CCS-LAMPS 2024)

QA must validate model behavior beyond clean test sets
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Use AI when: 

• You understand the data 

• You can measure quality 

• You can tolerate error 

• You can detect failure 

• You can take responsibility

Don’t use AI when: 

• You're guessing 

• You're hiding complexity 

• You’re outsourcing judgment 

• You can’t explain the outcome 

• You can’t tolerate errors

Don’t become AI rich and trust poor.



This Isn’t Over - Part 2 is Coming!

Expect deeper discussion, more interaction - and a bigger room.

21st August, 5 PM IST

Join the QA on the Rocks WhatsApp Community
For event updates, early access, and shared resources

Scan the QR Code to join



Thank you and see you soon!

QA on the Rocks


